
 

 

AI working group bibliography 
Introduction 

This bibliography is presented with neutrality, offering no judgement or endorsement 
regarding the content of the listed works. Each entry has been read by various members 
of the AI working group and may have influenced our perspectives. The list cannot be 
exhaustive of all of the material viewed by the working group or published.  It is 
important to note that the absence of any work from this list does not imply disapproval 
or lack of endorsement. The articles are presented in separate lists of publications, 
news and opinion, reports, guidance and events. The articles were read by the 
committee up to October 2024. While the Committee has no plans to maintain and 
update the list, the Committee would welcome collaboration from the sector to use 
and adapt this list as they see fit. 
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